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Abstract

Many machine learning applications are based on data collected from people, such
as their tastes and behaviour as well as biological traits and genetic data. Regardless
of how important the application might be, one has to make sure individuals’
identities or the privacy of the data are not compromised in the analysis. Differential
privacy constitutes a powerful framework that prevents breaching of data subject
privacy from the output of a computation. Differentially private versions of many
important machine learning methods have been proposed, but there is a lack of
an efficient unified approach applicable to arbitrary models. In this contribution,
we propose a differentially private variational inference method with a very wide
applicability. It is built on top of automatic differentiation variational inference
(ADVI), a recent advancement which provides a variational solution to a large class
of models. We add differential privacy into ADVI by clipping and perturbing the
gradients. The algorithm is made more efficient through privacy amplification from
subsampling. We explore the effect of different parameter combinations in logistic
regression problems where the method can reach an accuracy close to non-private
level under reasonably strong privacy guarantees.

1 Introduction

Using more data usually leads to better generalisation and accuracy in machine learning. With more
people getting more tightly involved in the ubiquitous data collection, privacy concerns related to the
data are becoming more important. People will be much more willing to contribute their data if they
can be sure that the privacy of their data can be protected.

Differential privacy (DP) [4, 5] is a strong framework with strict privacy guarantees against attacks
from adversaries with arbitrary side information. The main principle is that output of an algorithm
(such as a query or an estimator) should not change much if the data for one individual is modified or
deleted. This can be accomplished through adding stochasticity at different levels of the estimation
process, such as adding noise to data itself (input perturbation), changing the objective function to be
optimised or how it is optimised (objective perturbation), releasing the estimates after adding noise
(output perturbation) or by sampling from a distribution based on utility or goodness of estimates
(exponential mechanism).

A lot of ground-breaking work has been done on privacy-preserving versions of standard machine
learning approaches, such as objective-perturbation-based logistic regression [2], regression using
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functional mechanism [[19] to name a few. Privacy-preserving Bayesian inference (e.g. [[17,[18]]) has
only recently started attracting more interest. One posterior sample [[16] and posterior perturbation [3}
20] have been important steps towards private Bayesian learning, however they suffer from lacking
asymptotic efficiency, i.e., learning does not optimally benefit from having larger number of data
points. Foulds et al. [[7]] proposed an asymptotically efficient private Gibbs sampling method based
on perturbing sufficient statistics of the data. This approach was recently also applied to variational
inference [[13]]. These are applicable to models where non-private inference can be performed by
accessing sufficient statistics.

Our goal in this work is to devise a generic privacy-aware variational inference method. Although
ideas like perturbing sufficient statistics may find some applicability, a good private method should
not depend on specifics of models such as conditional conjugacy or whether data are accessed
individually or not. Recently proposed automatic differentiation variational inference (ADVI) method
[LO] is such a generic approach for non-private use. ADVI applies a series of transformations and
approximations so that the variational distributions are Gaussian and can be optimized by stochastic
gradient ascent. Here, we propose a differentially private version of it (DP-ADVI) based on gradient
clipping and perturbation. We make a thorough case study on the Bayesian logistic regression model
with comparisons to the non-private case under different design decisions for DP-ADVI.

2 Background

2.1 Differential privacy

Differential privacy (DP) [4,15] is a framework that provides mathematical formulation for privacy
that enables proving strong privacy guarantees.

Definition 1 ((¢, 0)-Differential privacy). A randomised algorithm A is (¢, ¢)-differentially private if
for all pairs of adjacent data sets x, 2’ differing by single sample and for every S C im(.A)

Pr(A(z) € S) < e Pr(A(z') € S) + 4.

The privacy parameter € measures the strength of the guarantee with smaller values corresponding to
stronger privacy. The probabilities of obtaining a specific output with adjacent datasets should be
similar with probability 1 — §. When § = 0, we get ¢-DP, also known as pure DP.

Composition theorems One of the very useful features of DP compared to many other privacy
formulations is that it provides a very natural way to study the privacy loss incurred by repeated use of
the same data set. Using an algorithm on a data set multiple times will weaken our privacy guarantee
because of the potential of each application to leak more information. In fact in worst case if our
algorithm is (¢, )-DP, then k-fold composition of that algorithm provides (ke, kJ)-DP. Moving from
the pure ¢-DP to general (¢, §)-DP allows a stronger result with a smaller € at the expense of having
a larger total § on the composition. This trade-off is characterised by the Advanced composition
theorem of Dwork and Roth [3, Theorem 3.20], which becomes very useful when we need to use
data multiple times.

Theorem 1 (Advanced composition theorem). Given algorithm A that is (e,6)-DP and §' > 0,
k-fold composition of algorithm A is (€tot, Otot)-DP with

€tor = /2kIn(1/0)e + ke(e — 1),  Gyor =k +9'. (1)

The theorem states that with small loss in §;,; and with small enough ¢, we can provide more strict
€tot than just summing the e. This is obvious by looking at the first order expansion for small € of

€ror = \/2k1In(1/0")e + ke>.

Potentially even stronger composition and privacy results can be obtained under a different recent
relaxation of DP, concentrated DP [6].

Gaussian mechanism There are many possibilities how to make algorithm differentially private.
In this paper we use objective perturbation. We use the Gaussian mechanism as our method for
perturbation. Theorem 3.22 of Dwork and Roth [3] states that given query f with £o-sensitivity of
As(f), releasing f(x) + 1, where  ~ N(0,02), is (¢,5)-DP when 02 > 21n(1.25/8)A3(f) /€%,
where A (f) = supyj, o= |[f(2) = f(@")]]2-



Privacy amplification We use a stochastic gradient algorithm that uses subsampled data while
learning, so we can make use of the amplifying effect of the subsampling on privacy. This Privacy
amplification theorem [[11]] states that if we run (e, §)-DP algorithm .4 on randomly sampled subset
of data with uniform sampling probability g > §, the subsampled algorithm is (€4mp, damp)-DP with

€amp = log(l + Q<ee - 1))3 6amp = gd, 2)
assuming log(1 + g(e€ — 1)) < e.

2.2 Variational Bayes

Variational Bayes (VB) methods [9] provide a way to approximate the posterior distribution of latent
variables in a model when the true posterior is intractable. True posterior p(60|x) is approximated
with a variational distribution g¢ (@) that has a simpler form than the posterior, obtained generally by
removing some dependencies from the graphical model such as the fully-factorised form ¢¢(0) =
[1;4¢,(0q). & are the variational parameters and their optimal values £* are obtained through
minimising the Kullback-Leibler (KL) divergence between gg (@) and p(@|x). This is also equivalent
to maximising the evidence lower bound (ELBO)

cae) = [[acoymn (557 ) = K@ 119(0) + S mpte0) o

where (), (9) is an expectation taken w.r.t g¢ ().

When the model is in the conjugate exponential family [8] and g¢ () is factorised, the expectations
that constitute £(ge) are analytically available and each £, is updated iteratively by fixed point
iterations. Most popular applications of VB fall into this category, because handling of the more
general case involves more approximations, such as defining another level of lower bound to the ELBO
or estimating the expectations using Monte Carlo integration. The recently proposed ADVI framework
[LO] unifies different classes of models through a transformation of variables and optimizes the ELBO
using stochastic gradient ascent (SGA). Constrained variables are transformed into unconstrained
ones and their posterior is approximated by Gaussian variational distributions, which can be a product
of independent Gaussians (mean-field) or larger multivariate Gaussians. Expectations in the gradients
are approximated using Monte Carlo integration and the ELBO is optimized iteratively using SGA. It
is also possible to consider mini batches of data at each iteration to handle big datasets, which adds
another level of SGA similarly as in [15].

3 Differentially-Private ADVI

Differentially-private ADVI (DP-ADVI) is based on perturbation of contributions of individual
data samples to the gradient, g;(x;), at each iteration ¢ and could be incorporated into the ADVI
implementation in PyMC3 [[14] easily. We use ADVI with subsampling to be able to use the privacy
amplification. Each g;(x;) is clipped in order to calculate gradient sensitivity. Gradient contributions
from all data samples in the mini batch are summed and perturbed with Gaussian noise N (0, 4c7o21).
A similar approach was used for deep learning in [[1]].

The sampling frequency ¢ for subsampling within the data set, total number of iterations 7" and the
clipping threshold ¢, are important design parameters that determine the privacy cost. ¢; is chosen
before learning, and does not need to be constant. After clipping ||g:(z;)||2 < ¢, Vi € U. Clipping
gradients too much will affect accuracy, but on the other hand large clipping threshold will cause large
amount of noise to sum of gradients. Parameter g determines how large subsample of the training
data we use to for gradient ascent. Small ¢ values enable privacy amplification but may need a need
larger T'. For a very small ¢ when the mini batches consist of just a few samples, the added noise
will dominate over the gradient signal and the optimization will fail. While in our experiments ¢ was
fixed, we could also alter the ¢ during iteration.

We have chosen to perturb the gradients at each iteration with zero mean multivariate normal
noise with covariance 4cfoZI. The parameter o5 in the noise level determines our total € and
depends on the total § in the privacy budget. We can calculate by the total privacy cost by setting
o= \/ 21n(1.25/(0ster )/ €iter- Clipping will make the ¢5 sensitivity of the total gradient to be 2¢;,
so perturbing each gradient with the aforementioned noise will lead each iteration to be (€;1er, iter )-
DP w.r.t. the subset. If sampling probability ¢ amplifies privacy i.e €4mp < €, then also ¢ will be
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Figure 1: Accuracy vs. total € in Abalone data for (a) different clipping threshold values (b) different
SGA sample sizes. The curves show the mean of 10 runs of the DP-ADVI algorithm with error bars
denoting the standard error of the mean.

amplified and every iteration and SGA will be (log(1 + g(ei*er — 1)), qd;ter )-DP w.r.t. the whole
data set. Now if we set 6z = (0ot — 0”)/T'q, where ¢’ comes from the advanced composition, we
can provide d;; as the  parameter in the total privacy cost. The e parameter in our total privacy cost

will be
€tor = /2T In(1/6")0’ + Ta' (e — 1),

where 9;¢, 1s chosen as above and

o = log(l tq (eXp( 21n(1.25/5iter)/0) - 1))

4 Experiments

We tested DP-ADVI with logistic regression using the Abalone data set from the UCI Machine
Learning Repository [[12] for the binary classification task. Individuals were divided into two classes
based on whether individual had less or more than 10 rings. The data set consisted of 4177 samples
with 8 attributes. The classifier was trained using 80% of the data using SGA with sampling ratio
g = 0.02. Before training, features of the data set were normalised by subtracting feature mean and
dividing by feature standard deviation.

The plots in Figure[T|shows that the DP classifier performs quite well with relatively small ;. values
with the accuracy approaching non-private level as €,,; increases. As was mentioned before, there are
many parameters that we can change and Figure[T[a) shows the effect of gradient clipping threshold.
We can see that aggressive clipping with small ¢; values is useful in overcoming the effect of large
noise with a tight privacy budget corresponding to a small €, but under a looser privacy budget,
clipping will start hurting the learning more. Clipping the gradients too little is also bad because
the increase in the level of added noise will be more significant than the increase in the retained
information because of less clipping.

The effect of SGA sampling ratio ¢ is shown in Figure [I{b). The figure shows that ¢ = 0.005
corresponding to a mini batch size of approximately g - 0.8 - 4177 ~ 17 is clearly inferior to the
larger values of q. Presumably the level of noise added is too strong relative to the magnitude of the
gradient at this sample size. There are no clear trends in the performances of the other sampling
ratios, suggesting that mini batch sizes in the range 96, . . . , 334 seem to perform reasonably well.

5 Conclusions

We have introduced the DP-ADVI method that can deliver differentially private inference results with
accuracy close to the non-private ADVI. The method can effectively harness the power of ADVI to
deal with very general models instead of just conjugate exponential models and the option of using
multivariate Gaussian posterior approximations for greater accuracy.
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