Inference Networks for Graphical Models
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A probabilistic model An inverse model Can we learn how to sample
generates data generates latents from the inverse model?

|dea: amortize inference by learning a map from data to target

Target density 7(x) = p(x|y), approximating family g(x|\)

Single dataset y: argmin Dy (7||gy) fit A to learn an importance

A\ sampling proposal
Averagi_ng over ~ learn a mapping from
all possible datasets: \ = ¢o(n,y) <« arbitrary datasets to A
argmin [£,, ) [DKL(’;THQQO(,,?,B,))} ...compiles away runtime

n costs of inference!



