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Bayesian model selection criteria (BMSC) require the evaluation of a 

computationally intractable multidimensional integral. Although 

computationally expensive Monte Carlo simulation methods may be used for 

such evaluations,  Laplace approximation methods provide a computationally 

inexpensive alternative approach. In this paper, a computationally intractable 

multidimensional BMSC integral is approximated using a Laplace 

approximation to obtain a new BMSC called GBICX . With respect to seven real 

world data sets, GBICX exhibited performance which was superior to BIC-family 

model selection criteria for AIC-biased simulation studies and showed 

performance which was superior to AIC-family model selection criteria for BIC-

biased simulation studies. These findings suggest that GBICX  may be especially 

useful in situations where a more robust BMSC approximation is desirable. 

ABSTRACT 

AIC-Biased Simulation Study:  

•Decoy 1: Least Significant Predictor of Original Fitted Model Removed 

•Decoy 2: 2nd Least Significant Predictor of Original Fitted Model Removed 

•Decoy 3: Include Product (Interaction) of Least Significant and 2nd Least Significant Predictor 
 

BIC-Biased Simulation Study: 

•Decoy 1: Most Significant Predictor of Original Fitted Model Removed 

•Decoy 2: 2nd Most Significant Predictor of Original Fitted Model Removed 

•Decoy 3: Include Product (Interaction) of Least Significant and 2nd Least Significant Predictor 
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Data Set : x x x x x

Probability Model : x θ θ

Likelihood Function θ x θ
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