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Abstract

The ability to track a moving vehicle is of crucial importance in numerous applications. The task has been often approached by the importance sampling technique of particle filters due to its ability to model non-linear and non-Gaussian dynamics, of which a vehicle travelling on a road network is a good example. The performance of the particle filters method is strongly dependent on the choice of the proposal distribution. In this paper, we introduce a proposal distribution that samples around the most recent sensor observation. The proposal leads to an order of magnitude improvement in accuracy and efficiency over conventional particle filters, especially when the sensor noise is low.

1 Introduction

The problem of tracking the position of a moving vehicle has long been studied in the field of robotics. It requires estimating the true position of a vehicle in real time given its noisy sensor measurements and, optionally, the map of its environment. The problem has been successfully solved by particle filters, which, in contrast to the widely used Kalman filters, are able to approximate a wide range of non-linear and non-Gaussian distributions. It is an importance sampling technique which approximates the target distribution by sampling from a series of intermediate proposal distributions. Critically, in common with any important sampling method, the performance of particle filters is strongly dependent on the choice of the proposal distribution. If the proposal distribution does not closely match the target distribution, the algorithm fails to converge or converges at a very slow rate. This problem is relatively common in vehicle localisation due to high complexity of the underlying road network that makes any predictions about current position from historical data difficult.

To alleviate the problem, several authors modified the proposal distribution to sample according to the most recent sensor measurement [5][2], or a mixture of the most recent and historic measurements [7][3][6] or even future observations [4]. The modifications successfully reduced the divergence between the proposal and the posterior distributions, however, at the expense of relatively complex sampling schemes, including two-stage sampling and kd-trees for density estimation [2] or permutations at each timestamp [5]. The construction of good, but also computationally efficient proposal distributions is still an open research question.

In this paper, we propose an improved particle sampling scheme that is both computationally efficient and mathematically robust. The approach generates proposals based on the current sensor observation only, leading to good alignment between the proposal and the target distribution even with a small sample size. It converges to the desired target distribution at faster rates than standard particle filters, especially when observations are infrequent but low-noise. It is easy to implement and avoids the computational and analytical complexity of the previously discussed alternatives, including those using the same proposal distribution [5][2].

2 Problem statement

The key idea of particle filters is to estimate the marginal posterior distribution $p(x_t \mid z_{0:t})$ where $x_t$ is the state of the system at time $t$ and $z_{0:t} = \{z_0, \ldots, z_t\}$ is a sequence of measurements collected up to time step $t$. We call the posterior the belief and use the following notation

$$Bel(x_t) = p(x_t \mid z_{0:t})$$  \hspace{1cm} (1)

In the context of vehicle tracking, the belief is our estimate of the vehicle position at time $t$ given all measurements collected until then. Particle filters estimate $Bel(x_t)$ recursively. The underlying assumption of particle filters is that the system follows the Markov assumption, that is, measurements $z_t$ are conditionally independent of past measurements given knowledge of the state $x_t$. We can use the Markov assumption and Bayes rule to arrive at a recursive form of $Bel(x_t)$:

$$Bel(x_t) = \frac{p(z_t \mid x_t)p(x_t \mid x_{t-1})Bel(x_{t-1})}{p(z_t \mid z_{0:t-1})}$$  \hspace{1cm} (2)

The recursive equation is the basis for particle filters and the improved particle filters that we propose in this paper.

3 Particle Filters

The particle filters method is an importance sampling scheme. It estimates the belief $Bel(x)$ by a set of $m$ weighted samples distributed according to $Bel(x)$:

$$Bel(x) = \{x^{(i)}, w^{(i)}\}_{i=1,\ldots,m}$$

where each $x^{(i)}$ is a sample (a state) and $w^{(i)}$ are non-negative weights called importance factors that determine the importance of each sample.

Particle filters generate samples $x^{(i)}$ from a proposal distribution given by

$$Q = p(x_t \mid x_{t-1})Bel(x_{t-1})$$  \hspace{1cm} (3)

Consequently, the importance factors are calculated from the quotient

$$\frac{Bel}{Q} = \frac{[p(x_t \mid x_{t-1})Bel(x_{t-1})]^{-1} p(z_t \mid x_t)p(x_t \mid x_{t-1})Bel(x_{t-1})}{p(z_t \mid z_{0:t-1})} \propto p(z_t \mid x_t)$$  \hspace{1cm} (4)

4 Improved Particle Filters

We propose an improved particle sampling scheme in which $x_t$ are sampled directly around the most recent observation $z_t$ according to the proposal distribution:

$$Q_{new} = \frac{p(z_t \mid x_t)}{\pi(z_t)} \text{ with } \pi(z_t) = \int p(z_t \mid x_t)dx_t$$  \hspace{1cm} (5)

This new proposal distribution possesses orthogonal strengths to the one in Equation[3] in that it generates samples that are highly consistent with the most recent sensor measurement but ignorant of past measurements and controls.

The importance factors for these samples are again calculated by the quotient:
Since $Bel(x_{t-1})$ is represented by a set of samples $x_{t-1}^{(i)}$ weighted by importance factors $w_{t-1}^{(i)}$, the (non-normalised) importance factor for any sample $x_{t}^{(j)}$ can be approximated by

$$\sum_{i=1}^{m} p(x_{t}^{(j)} \mid x_{t-1}^{(i)}) w_{t-1}^{(i)}$$ (7)

The proposed sampling scheme changes how measurements are used in particle filters: the current measurement is now used for sampling (instead of weighing); past measurements are used for calculating importance factors (instead of sampling).

5 Application to Vehicle Tracking

5.1 Data

We tested the improved particle filters method on a GPS trajectory of a police patrol vehicle during its night shift (9am to 7am) in the London Borough of Camden on February 9th 2015. The dataset contains 4,800 GPS points that were emitted roughly every second when moving. It was acquired for research purposes as part of the "Crime, Policing and Citizenship" project.

5.2 Results

A series of tests was conducted to elucidate the difference between the standard and the proposed particle filters. We found that the modified proposal distribution consistently outperforms conventional particle filters in terms of accuracy. Largest gains in accuracy are observed on datasets with long sampling intervals, e.g. one minute and more. Figure 1 plots the prediction error (in meters) of both algorithms for different sampling intervals and levels of sensor noise, using $m = 10$ samples only. It shows that the proposed method has lower median error across all examined sampling rates and sensor noise levels, as well as much lower error variation.

We tested the sensitivity of the proposed method to the number of samples used. Figure 2 shows comparative results on GPS data with the sampling interval of 70 seconds. The proposed method yields significantly better results, both in terms of accuracy and robustness to failure. Failure means that a method loses track of the position of the vehicle, i.e. all positions that it proposes are completely unlikely given sensor data. When only $m = 10$ samples are used, the proposed method reduces the estimation error by almost 10 meters and the percentage of failure by as much as 68%. The performance is further improved when more samples are used, but the gain is small compared to the conventional particle filters. Therefore, it can be reliably used with a small number of samples, making it highly computationally efficient.

6 Conclusions

This paper describes a modified particle filters method that shows uniformly superior accuracy and robustness to failure to the conventional particle filters. The improved algorithm utilizes a different proposal distribution which uses only the most recent observation in the position prediction process.

---
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In doing so, it makes more efficient use of the particles, particularly in situations in which the sensor measurements are infrequent but lo-noise. We believe that our results illustrate that particle filters can be radically improved if one carefully chooses a proposal distribution, such that it extracts the most information from the available data.
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