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Abstract

Understanding and characterising the properties of approximate inference schemes is extremely important, but arguably under studied. This report continues work on characterising Expectation Propagation (EP), an approximate Bayesian inference scheme, looking at four toy cases of interest. We initially focus on the empirically motivated conjecture stating that EP’s approximation for the model evidence is an underestimate of the true model evidence. The first two toy cases apply EP to a simple classification example. They indicate why EP tends to underestimate the model evidence on realistic datasets, even though there are counter-examples to the conjecture, which we show analytically for the first time. The third toy case uses the link between the Fully Independent Training Condition algorithm (FITC, a sparse approximation method for Gaussian Process regression) and EP to find another analytic counter-example. This toy case also raises interesting questions as to how and why FITC works, which we consider mathematically. The final toy example compares mean field EP to mean field and structured Variational Inference (VI) on a small time-series model. We find that EP’s uncertainty estimates do not collapse pathologically as they do for mean field VI.

1 Introduction and Related Work

Expectation Propagation (EP) is a popular approximate Bayesian inference algorithm [11]. Its use cases span industry (such as for the TrueSkill model [8], or in infer.NET [14]), statistics [7], deep learning [10] and physics [15]. Considering the case where the true distribution \( p(x) \) can be factorised into a product of factors \( t_n(x) \), EP approximates the true distribution \( p(x) = \frac{1}{Z_{\text{true}}} \left( \prod_{n=0}^{N} t_n(x) \right) \) using a tractable distribution \( q(x) = \frac{1}{Z_{\text{EP}}} \left( \prod_{n=0}^{N} \tilde{t}_n(x) \right) \) by iteratively refining \( \tilde{t}_n(x) \) according to an unnormalised KL divergence minimisation [13].

\[
\text{argmin}_{\tilde{t}_n(x)} K\mathcal{L} \left( \frac{q(x)}{\tilde{t}_n(x)} || \frac{q(x)}{t_n(x)} \right) . \tag{1}
\]

The iterative nature of the EP update makes it difficult to theoretically analyse the final solution it returns. There has been work on characterising the asymptotic properties of EP [6], but relatively little on the finite sample properties. In this report, we first consider an empirically motivated conjecture in the machine learning community, stating that EP’s approximation for the model evidence \( Z_{\text{EP}} \) is an underestimate of the true model evidence \( Z_{\text{true}} \) [9, 5]. It has been difficult to prove this conjecture [16], even though mathematical bounds exist in specific cases for belief propagation [19, 20], and empirical counter-examples have potentially been identified [4]. We then apply EP to a two dimensional two time-step time series model, using a fully factorised (mean field) approximation. Work in this field has previously applied mean field approximations with Variational Inference (VI) [18], and we compare VI’s approximation to EP’s.
2 A Gaussian in a (soft) symmetric box

We apply EP on a toy case, in which a Gaussian prior $p_0(x)$ is multiplied by a pair of probit functions, $t_n(x) = \text{probit}(w_n^T x + b_n) = 0.5 + 0.5 \text{erf}(w_n^T x + b_n)$, thereby restricting the Gaussian to a (soft) symmetric box (see Equation 2). This work is similar to that started in Cunningham et al. [5], but differs in being simpler, allowing an analytic counter-example to the conjecture.

$$p(x) = \frac{1}{Z_{\text{true}}} p_0(x) \text{probit}(w_n x + b) \text{probit}(-w_n x + b) \approx \frac{1}{Z_{\text{EP}}} p_0(x) \hat{t}_1(x) \hat{t}_2(x) = q(x). \quad (2)$$

The approximating factors $\hat{t}_n(x)$ are Gaussian, and solving Equation 1 in this example provides analytic solutions for $\hat{t}_n(x)$. We have plotted the difference in normalising constant in Figure 1a, as the cut-off point $b$ and softness of the probit function $w_n$ change. There is an overestimation of the normalising constant, of less than 10%. We can increase the dimensionality, $d$, of this example by having one pair of probit functions in each (uncorrelated) dimension. This causes the overestimation factor to be a factor of $d$ larger in log-space. We have also mathematically shown that $Z_{\text{EP}} > Z_{\text{true}}$ in the 1-dimensional Heaviside function case [17], by first finding the EP fixed points and then finding expressions for the normalising constants.
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(a) Overestimation of true normalising constant, with 1D probit functions (symmetric box case). $p^*(x)$ and $q^*(x)$ are unnormalised $p(x)$ and $q(x)$.

(b) Underestimation of true normalising constant as $N$ increases (repeated Heaviside functions).

Figure 1: Comparing EP’s overestimation and underestimation of the true model evidence.

3 Repeated Heaviside functions

The second toy case applies EP to a Gaussian prior multiplied by repeated Heaviside functions (Equation 3). This is equivalent to an application of Power EP (PEP) [12]: repeating the function $N$ times does not change $p(x)$ ($N \geq 1$), and minimises the $\alpha$-divergence (instead of the KL divergence) with $\alpha = \frac{2N}{N - 1}$. Increasing $N$ reduces $\alpha$ from $\alpha = 1$ (as in EP) towards $\alpha = -1$ (the Variational Inference case). As expected from properties of PEP [13], this approximation increasingly underestimates the normalising constant as $N$ increases, seen in Figure 1b. We note that this underestimation is greater than the 10% overestimation observed in Figure 1a, although the underestimation magnitude is decreased slightly when probit functions are used (instead of Heaviside functions), and also when slight jitter (noise) is introduced in the cut-off value between functions (we have only considered $b = 0$ for all functions so far).

$$p(x) = \frac{1}{Z_{\text{true}}} p_0(x) \prod_{n=1}^{N} h(-x + 0) \approx \frac{1}{Z_{\text{EP}}} p_0(x) \prod_{n=1}^{N} \hat{t}_n(x) = q(x). \quad (3)$$

Combining the two toy cases considered in a simple 1-dimensional binary classification example illustrates why $Z_{\text{EP}} \leq Z_{\text{true}}$ is often observed on realistic datasets. Real world data will tend to be fairly well separated and the likelihood functions in such cases will all have a similar form, meaning the repeated functions case is more prevalent than the symmetric box case. This would cause the...
repeated functions case’s underestimation to overpower any overestimation that may otherwise be observed. It is interesting to note that the two effects can cancel each other out slightly, leading to a value of $Z_{\text{EP}}$ that is close to $Z_{\text{true}}$. In Swaroop [17] we show that this underestimation does indeed exist for small datasets, and the conjecture is that this expands to larger datasets.

4 FITC

The ‘Fully Independent Training Condition’ (FITC) algorithm is a sparse approximation for Gaussian Process (GP) regression [3], and it has been shown that the solution FITC reaches is the same as that of EP [2]. This is a nice application of EP as all factors are Gaussian in FITC, making it amenable to analysis. In fact, it is one of the only cases that the authors know where EP is approximate (it does not return exact inference) but still converges (in a single pass) to an analytic fixed point given by FITC.

The toy case considered here is another counter-example to $Z_{\text{EP}} \leq Z_{\text{true}}$. FITC approximates GP regression by using a set of $M$ inducing points to approximate the true dataset, obtained by maximising the FITC likelihood (EP energy) with respect to the inducing points’ locations. It can be shown that $p_{\text{FITC}}(y|\theta) = Z_{\text{EP}}$, and $Z_{\text{true}} = p_{\text{true}}(y|\theta)$ [2].

We consider the case with two training (1-dimensional) input and output pairs, $(x_1, y_1) = (1, 0)$ and $(x_2, y_2) = (0, 0)$, approximated by $M = 2$ inducing points, $(x_{u1,1}, u_1)$ and $(x_{u2,2})$, with a squared exponential covariance matrix. Figure 2 plots the difference in FITC and true likelihoods as we change the input values of the inducing points. The FITC solution is at the maximum of this plot, and we can see that this is not at the true training input locations (marked in red). Having $(x_{u1}, x_{u2}) = (0.5, 0.5)$ is a maximum, as is having one of the inducing input locations ignored (the inducing input has large magnitude) with the other at 0.5. These FITC solutions therefore satisfy $p_{\text{FITC}}(y|\theta) = Z_{\text{EP}} > Z_{\text{true}} = p_{\text{true}}(y|\theta)$.

This inexact approximation has been observed before on larger datasets [1, 2], and we can use this example to attempt to mathematically characterise it. We compare the behaviour of the terms in the likelihood function, noting their contributions as $x$ and $y$ change. We find that a determinant term, of the form $\frac{1}{2} \log |\Sigma|$, prefers an overestimation of the normalising constant, while a quadratic term in $y$, of the form $\frac{1}{2} y^T (\Sigma)^{-1} y$, prefers an overestimation if $y_1 = y_2$, and an underestimation if $y_1 = -y_2$ [17]. If the overestimation terms overpower other terms, such as in our example ($y = 0$), then FITC prefers to ignore an inducing input. Future work could involve considering more training data in order to see how this effect scales mathematically onto larger datasets.

5 Time series

The final example applies EP and VI on a simple time series setup, comparing their behaviour. We consider two time-steps of a model comprising two-dimensional latent variables at each time-step (four latent variables in total). The priors are Gaussian $p(x_{d1}) = N \left( x_{d1}; 0, \frac{\sigma^2}{1 - \lambda^2} \right)$, the time-step
correlation is \( p(x_{d2}|x_{d1}) = \mathcal{N}(x_{d2}; \lambda x_{d1}, \sigma_x^2) \), and at every time-step we observe \( y_t \), \( p(y_t|x_{d1}, x_{d2}) = \mathcal{N}(y_t; w_1 x_{d1} + w_2 x_{d2}, \sigma_y^2) \). The approximating factors are also Gaussian, ensuring the entire problem is tractable: we can directly compare the approximate inference algorithms with ground truth.

Figure 3 plots the correlation between \( x_{d1} \) and \( x_{d2} \) as we increase the observation noise \( \sigma_y^2 \), in the exact case, the EP mean field (MF) approximation (all four variables assumed uncorrelated), the VI MF approximation, and the structured VI approximation (factored across chains, unfactored across time). We have kept the observation weights \( w_1 \) and \( w_2 \) at unity for this plot, with \( \lambda = 0.8 \). We see that when \( \sigma_y^2 \) is very small, there is a high (anti-)correlation between the two variables. Here, the VI approximations are very certain of their predictions (their uncertainty is at the conditional variance of the variables), and EP is much more uncertain (but note that it does not return the marginal uncertainty of the true posterior as some authors suggest). This is a well-known undesired feature of the VI approximation [18]. As the observation noise increases, we see that all the approximations get more uncertain, with EP always being the most uncertain. At high \( \sigma_y^2 \), the exact distribution tends to the prior, as do the EP and structured VI approximations. The VI MF approximation, however, gets more certain than the prior after observing essentially meaningless data; this seems like a catastrophic failure on its part. For intermediate values of \( \sigma_y^2 \), both the EP and structured VI approximations seem to provide good approximations to the correlated exact distribution: their uncertainty is between too certain (the VI MF approximation) and too uncertain (the prior). The nature of the downstream task will determine which of the two approximations is better. However, unlike the structured VI approximation, the EP mean field factorisation is coarser, which can yield computational advantages. See Appendix A for a comparison of EP and VI when optimising hyperparameters. We find that EP’s estimate of model evidence is slightly better than VI’s estimate, and EP overestimates the optimal \( \lambda^* \).

Figure 3: One standard deviation plots as \( \sigma_y^2 \) increases.

6 Conclusions

We initially looked in detail at the conjecture that \( Z_\text{EP} < Z_{\text{true}} \), presenting the symmetric box case counter-example and arguing why this conjecture may be found on real classification datasets by also considering the repeated Heaviside functions case. The symmetric box case is the first analytic counter-example in the literature. We used the relationship between FITC and EP to find another counter-example to the conjecture, and also used this example to mathematically explain why FITC can prefer to ignore an inducing input. This provides an interesting insight into the FITC algorithm, as one would hope for FITC’s inducing inputs to perfectly match the true inputs. In the final toy case, we compared EP and VI’s approximations in a simple time series example, finding that the EP mean field approximation retains sensible uncertainty estimates in regimes where mean field VI fails catastrophically. We hope that this work will inspire further work applying approximate inference algorithms to small datasets in order to characterise and analyse them.
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Appendix A

This section compares EP mean field (MF) and VI MF approximations when used to optimise a hyperparameter of the time series model introduced in Section 5. Specifically, we consider optimising the value of $\lambda$ when given the correct values of the other hyperparameters, $\{\sigma_x^2, \sigma_y^2, w_1, w_2\}$. To do this, we set a value for $\lambda_{\text{true}}$, and calculate the model evidence for EP MF and VI MF. We set $w_1 = w_2 = 1$, $\sigma_y^2 = 0.43$, $\sigma_x^2 = 1 - \lambda_{\text{true}}^2$, and use $\lambda_{\text{true}}$ to calculate the sufficient statistics of $y_1$ and $y_2$.

Figure 4 shows EP MF, VI MF and exact model evidences as we sweep over different values of $\lambda$. The optimal $\lambda^*$ is given by the maxima of the plots, and is marked with red crosses. As expected, the VI MF model evidence is always less than the true model evidence (VI provides a lower bound), and we also note that VI MF always underestimates $\lambda_{\text{true}}$ [18]. The EP MF model evidence, however, is much closer to the exact model evidence at all values of $\lambda_{\text{true}}$ and $\lambda$, while appearing to overestimate the exact model evidence, providing another (empirical) counter-example to the conjecture discussed in the paper. Additionally, the EP MF approximation for $\lambda_{\text{true}}$ always seems to be an overestimate ($\lambda_{\text{EP}} > \lambda_{\text{true}}$), while also being closer to $\lambda_{\text{true}}$ than the VI MF.

These preliminary results indicate that the EP MF approximation would be better than VI MF when optimising hyperparameters. Future work would include comparing the EP MF approximations with the structured VI approximation, as in Section 5. We could also see if the EP MF approximation overestimates the model evidence and the optimal hyperparameter value for other hyperparameters in the model, and when we attempt to optimise more than one hyperparameter at a time. If an overestimation is observed, we could try applying mean field Power EP (with different values of $\alpha$ in the $\alpha$-Divergence) instead of EP or VI to see if we obtain more accurate optimal hyperparameter values. We could also isolate the time correlation $\lambda$ from the variance of the prior, a technique often used in practice, and repeat our tests. Specifically, the equation for the prior changes to $p(x_{d1}) = N(x_{d1}; 0, \sigma_1^2)$, while the time-step correlation $p(x_{d2} | x_{d1})$ and observation $p(y_t | x_{d1}, x_{d2})$ are unchanged. It is not clear whether the results in this section will hold with the new time series model, or whether the results are specific to a particular parameterisation.