1 Introduction

Data from social processes often take the form of discrete observations (e.g., ties in a social network, word tokens in an email) and these observations often contain sensitive information about the people involved. As more aspects of social interaction are digitally recorded, the opportunities for social scientific insights grow; however, so too does the risk of unacceptable privacy violations. As a result, there is a growing need to develop privacy-preserving data analysis methods. Computational social scientists will be more likely to adopt these methods if doing so entails minimal change to their current methodology. Toward that end, under the framework of differential privacy [11], we develop a method for privatizing Bayesian inference for Poisson factorization [25, 6, 33, 14, 16], a broad class of models for discrete data. This class contains some of the most widely used models in social science, including topic models for text corpora [3][4][5], genetic population models [18], stochastic block models for social networks [2][14][32], and tensor factorization for dyadic data [28][8][23][20][22]; it further includes deep hierarchical models [19][34], dynamic models [7][1][21], and many others. Our method is general and modular, allowing social scientists to build on (instead of replace) existing derivations and implementations of non-private Poisson factorization. Furthermore, our method satisfies a strong variant of differential privacy—i.e., local privacy—under which the sensitive data is privatized (or noised) before inference. This ensures that no single centralized server need ever store the non-privatized data—a condition that is non-negotiable in many real-world settings. Our method is asymptotically guaranteed to draw samples from the posterior distribution over model parameters conditioned on privatized observations. To derive this method, we rely on a previously unknown relationship between the Skellam [24] and Bessel [30] distributions, as well as a novel reinterpretation of the two-sided geometric noise mechanism [13]; these new results may be of independent interest.

2 Background and problem formulation

Local differential privacy. Differential privacy [11] is a rigorous privacy criterion that guarantees that no single observation in a data set will have a significant influence on the information obtained by analyzing that data set. Here we focus on local differential privacy, which we refer to as local privacy. In the local privacy setting, the observations remain private from even the data analysis algorithm. The algorithm only sees privatized versions of the observations, constructed by adding noise from specific distributions, including the Gaussian and Laplace distributions. The process of adding noise is known as randomized response—a reference to survey-sampling methods originally developed in the social sciences prior to the development of differential privacy [27]. Formally, we say that a randomized response method \( \mathcal{R}(\cdot) \) is \( \epsilon \)-private if for all pairs of observations \( y \) and \( y' \)

\[
P (\mathcal{R}(y) \in S) \leq e^\epsilon P (\mathcal{R}(y') \in S)
\]

for all subsets \( S \) in the range of \( \mathcal{R}(\cdot) \). If a data analysis algorithm sees only the observations’ \( \epsilon \)-private responses, then we say that the analysis itself satisfies \( \epsilon \)-local differential privacy.

Private Bayesian inference. In Bayesian statistics, we begin with a probabilistic model \( \mathcal{M} \) that relates observable variables \( Y \) to latent variables \( Z \) via a joint distribution \( P_{\mathcal{M}}(Y, Z) \). The goal of inference is then to compute the posterior distribution \( P_{\mathcal{M}}(Z \mid Y) \) over the latent variables conditioned on observed values of \( Y \). The posterior is almost always analytically intractable and thus inference involves approximating it. The two most common methods of approximate Bayesian inference are variational inference, wherein we fit the parameters of an approximating distribution \( Q(Z \mid Y) \), and
Markov chain Monte Carlo (MCMC), wherein we approximate the posterior with a finite set of samples \( \{Z^{(s)}\}^S_{s=1} \) generated via a Markov chain whose stationary distribution is the exact posterior. We can conceptualize each of these methods as an algorithm \( A(Y) \) that returns an approximation to the posterior distribution \( P_M(Z \mid Y) \); in general \( A(Y) \) does not satisfy differential privacy. However, if \( A(Y) \) is an MCMC algorithm that returns a single sample from the posterior, it guarantees privacy \[10, 26\]. Adding noise to posterior samples can also guarantee privacy \[31\], though this set of noised samples \( \{Z^{(s)}\}^S_{s=1} \) collectively approximate some distribution \( \tilde{P}_M(Z \mid Y) \) that depends on \( \epsilon \) and is different than the exact posterior (but close, in some sense, and equal when \( \epsilon \rightarrow 0 \)). For specific models, we can also noise the transition kernel of the MCMC algorithm to construct a Markov chain whose stationary distribution is again not the exact posterior, but something close that guarantees privacy \[12\]. An analogous approach can be taken to privatize variational inference, wherein noise is added to the sufficient statistics computed in each iteration \[17\]. All of these approaches assume the global privacy setting; in contrast, we focus on the local privacy setting for a large class of models for discrete data.

**Locally private Bayesian inference.** We first formalize the general objective of Bayesian inference under local privacy. Given a generative model \( M \) for non-privatized data \( Y \) and latent variables \( Z \) with joint distribution \( P_M(Y, Z) \), we further assume a privatizing noise model \( E \) that generates \( \epsilon \)-privatized data sets: \( Y \sim P_E(Y \mid Y, \epsilon) \). The aim of Bayesian inference is then to form the following posterior:

\[
P_{M,E}(Z \mid \tilde{Y}, \epsilon) = \mathbb{E}_{P_E(Y \mid \tilde{Y}, \epsilon)}[P_M(Z \mid Y)] = \int P_M(Z \mid Y) P_E(Y \mid \tilde{Y}, \epsilon) \, dY. \tag{2}
\]

This distribution correctly characterizes our uncertainty about the latent variables \( Z \), conditioned on all of our observations and assumptions—i.e., the privatized data \( \tilde{Y} \), the model \( M \), the privatizing noise model \( E \), and the privacy level \( \epsilon \). The expansion in equation (2) shows that this posterior implicitly treats the non-privatized data \( Y \) as a latent variable and marginalizes over it using the mixing distribution \( P_E(Y \mid \tilde{Y}, \epsilon) \) which is itself a posterior that characterizes our uncertainty about \( Y \) given \( \tilde{Y} \), the noise model \( E \), and the privacy level \( \epsilon \). The key observation here is that if we can generate samples from \( P_E(Y \mid \tilde{Y}, \epsilon) \), we can use them to approximate the expectation in equation (2) assuming that we already have a method for approximating the non-private posterior \( P_M(Z \mid Y) \). In the context of MCMC, alternating between sampling values of the non-privatized data from its complete conditional—i.e., \( Y^{(s)} \sim P_{M,E}(Y \mid Z^{(s-1)}, \tilde{Y}, \epsilon) \)—and sampling values of the latent variables—i.e., \( Z^{(s)} \sim P_M(Z \mid Y^{(s)}) \)—constitutes a Markov chain whose stationary distribution contains is \( P_{M,E}(Z \mid \tilde{Y}, \epsilon) \). In scenarios where we already have derivations and implementations for sampling from \( P_M(Z \mid Y) \), we need only be able to sample efficiently from \( P_{M,E}(Y \mid Z, \tilde{Y}, \epsilon) \) in order to obtain a locally \( \epsilon \)-private Bayesian inference algorithm; whether we can do this depends heavily on our assumptions about \( M \) and \( E \).

We note that the objective of Bayesian inference under local privacy, as given in equation (2), is similar to that given by Williams and McSherry \[29\], who identify their key barrier to inference as being unable to analytically form the marginal likelihood that links the privatized data to the latent variables:

\[
P_{M,E}(\tilde{Y} \mid Z, \epsilon) = \int P_E(\tilde{Y} \mid Y, \epsilon) P_M(Y \mid Z) \, dY. \tag{3}
\]

In the next section, we show that for a particular class of models for discrete data and a particular discrete noise model, we can analytically form this marginal likelihood and derive an efficient MCMC algorithm that is asymptotically guaranteed to generate samples from the posterior in equation (2).

### 3 Locally private Poisson factorization

We assume that \( Y \) is a count-valued data set. We further assume that each count in this data set is an independent Poisson random variable \( y_n \sim \text{Pois}(\mu_n) \) where the count’s latent rate parameter \( \mu_n \) is a function of some globally shared model parameters. This class of models is known as Poisson factorization and, as described in section \[11\] includes many widely used models in social science. For the purpose of exposition, we will focus on the simple example of Poisson matrix factorization \[25, 6\], wherein \( Y \in \mathbb{Z}_+^{D \times V} \) is a count matrix and each element of this matrix \( y_{dv} \) is drawn as follows:

\[
\mu_{dv} = \theta_d^\top \phi_v, \quad y_{dv} \sim \text{Pois}(\mu_{dv}). \tag{4}
\]

In this scenario, the latent variables are the two factor matrices—i.e., \( Z \equiv \{\Theta, \Phi\} \). It is standard to assume independent gamma priors over the elements of both factor matrices; doing so facilitates
We choose our privatizing noise model \( E \) that will enable us to form the marginal likelihood \( P_{M,E}(\tilde{y}_{dv} | \mu_{dv}, \epsilon) \) and sample efficiently from \( P_{M,E}(y_{dv} | \tilde{y}_{dv}, \mu_{dv}, \epsilon) \). The standard noise mechanisms in the differential privacy toolbox are real-valued distributions (e.g., Gaussian and Laplace). Unfortunately, this means that they are poor choices in this scenario because a mixture of discrete and real-valued distributions makes it difficult to form \( P_{M,E}(y_{dv} | \tilde{y}_{dv}, \mu_{dv}, \epsilon) \) and \( P_{M,E}(\tilde{y}_{dv} | \mu_{dv}, \epsilon) \). We therefore take a different approach that allows us to obtain analytic tractability and efficient inference while maintaining strong privacy guarantees. Specifically, we reinterpret an existing, but less standard, privacy mechanism as involving Skellam noise, and derive a general fact relating the Skellam, Bessel, and Poisson distributions.

**Two-sided geometric noise.** Ghosh et al. \([13]\) showed that adding two-sided geometric noise guarantees \( \epsilon \)-differential privacy. A two-sided geometric random variable \( \tau \sim 2\text{Geo}(\epsilon) \) is a (positive or negative) integer \( \tau \in \mathbb{Z} \). The PMF for the two-sided geometric distribution is as follows:

\[
2\text{Geo}(\tau; \epsilon) = \frac{1 - \epsilon}{1 + \epsilon} e^{\epsilon|\tau|}
\]  

We choose our privatizing noise model \( E \) to be a two-sided geometric distribution. Each non-privatized count \( y_{dv} \) is generated by our model \( M \) using equation \( \ref{eq:privatization} \) and then privatized as follows:

\[
\tau_{dv} \sim 2\text{Geo}(\epsilon), \quad \tilde{y}_{dv}^{(\pm)} := y_{dv} + \tau_{dv}.
\]  

We use the \((\pm)\) notation to emphasize that \( \tilde{y}_{dv}^{(\pm)} \in \mathbb{Z} \) may be positive or negative. Although Ghosh et al. \([13]\) presented the two-sided geometric distribution as the “discretized version of the Laplace distribution,” we present a novel reinterpretation of this mechanism that allows us to analytically form the marginal likelihood \( P_{M,E}(\tilde{y}_{dv}^{(\pm)} | \mu_{dv}, \epsilon) \). We prove the following lemma in the appendix.

**Lemma 1:** A two-sided geometric random variable \( \tau \sim 2\text{Geo}(\epsilon) \) can be generated as follows:

\[
\lambda_1 \sim \text{Exp}(\frac{\epsilon}{2}), \quad \lambda_2 \sim \text{Exp}(\frac{-\epsilon}{2}), \quad \tau \sim \text{Skellam}(\lambda_1, \lambda_2),
\]  

where the Skellam distribution \([24]\) is defined as the marginal distribution over the difference \( \tau := g_1 - g_2 \) of two independent Poisson random variables \( g_1 \sim \text{Pois}(\lambda_1) \) and \( g_2 \sim \text{Pois}(\lambda_2) \).

Via equation \( \ref{eq:skellam} \) we can express the generative process for \( \tilde{y}_{dv}^{(\pm)} \) in three equivalent ways, each of which provides a unique and necessary insight into interpreting the two-sided geometric noise mechanism.

<table>
<thead>
<tr>
<th>Process 1</th>
<th>Process 2</th>
<th>Process 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_{dv} \sim 2\text{Geo}(\epsilon) )</td>
<td>( \tilde{y}<em>{dv}^{(\pm)} := y</em>{dv} + \tau_{dv} )</td>
<td>( \tilde{y}<em>{dv}^{(\pm)} \sim \text{Skellam}(\lambda</em>{dv1} + \mu_{dv}, \lambda_{dv2}) )</td>
</tr>
<tr>
<td>( y_{dv} \sim \text{Pois}(\mu_{dv}) )</td>
<td>( \tilde{y}<em>{dv} := y</em>{dv} + \tau_{dv} )</td>
<td>( \tilde{y}<em>{dv}^{(\pm)} := y</em>{dv} + g_{dv1} - g_{dv2} )</td>
</tr>
<tr>
<td>( \lambda_{dvn} \sim \text{Exp}(\frac{\epsilon}{2}) ) for ( n \in {1, 2} )</td>
<td>( g_{dvn} \sim \text{Pois}(\lambda_{dvn}) ) for ( n \in {1, 2} )</td>
<td>( \lambda_{dvn} \sim \text{Exp}(\frac{-\epsilon}{2}) ) for ( n \in {1, 2} )</td>
</tr>
</tbody>
</table>

**Three ways to generate \( \tilde{y}_{dv}^{(\pm)} \).** The first way is useful for showing that our MCMC algorithm guarantees privacy, since two-sided geometric noise is an existing privacy mechanism. The second way represents the two-sided geometric noise in terms of a pair of Poisson random variables with exponentially distributed rates; in so doing, it reveals the auxiliary variables that facilitate inference. The third way marginalizes out all three Poisson random variables (including \( y_{dv} \)), so that \( \tilde{y}_{dv}^{(\pm)} \) is directly drawn from Skellam distribution, which also happens to be the desired marginal likelihood \( P_{M,E}(\tilde{y}_{dv}^{(\pm)} | \mu_{dv}, \epsilon) \) under two-sided geometric noise. To derive the second and third ways, we use lemma 1, the definition of the Skellam distribution, and the additive property of two or more Poisson random variables.

## 4 MCMC algorithm

In this section, we derive an efficient way to draw samples from \( P_{M,E}(y_{dv} | \tilde{y}_{dv}, \mu_{dv}, \epsilon) \). As explained in section \( \ref{sec:privatization} \) this is all we need to obtain a locally private MCMC algorithm for drawing samples of the latent variables—i.e., the factor matrices—given the privatized data, provided that we already have a
method for drawing samples of the latent variables given the non-private data. To derive our MCMC algorithm, we rely on a previously unknown relationship between three discrete distributions—the Poisson, Skellam, and Bessel distributions. We prove the following lemma in the appendix.

**Lemma 2:** Consider two Poisson random variables \( y_1 \sim \text{Pois}(\lambda_1) \) and \( y_2 \sim \text{Pois}(\lambda_2) \). Their minimum \( m \) and their difference \( \delta \) are deterministic functions of \( y_1 \) and \( y_2 \). Then, if not conditioned on \( y_1 \) and \( y_2 \), the random variables \( m \) and \( \delta \) can be marginally generated as follows:

\[
\delta \sim \text{Skellam}(\lambda_1, \lambda_2), \quad m \sim \text{Bessel}\left(\|\delta\|, 2\sqrt{2\lambda_1\lambda_2}\right).
\]

Yuan and Kalbfleisch [30] give details of the Bessel distribution, which can be sampled efficiently [9].

Thus, to generate two independent Poisson random variables, we can first generate their difference \( \delta \) and then their minimum \( m \). Because \( \delta = y_1 - y_2 \), if \( \delta \) is positive, then \( y_2 \) must be the minimum \( y_2 = m \) and thus \( y_1 = \delta - m \). In practice, this means that if we only get to observe the difference of two Poisson-distributed counts, we can “recover” the counts by drawing a Bessel random variable.

**Gibbs sampling.** The input to this algorithm is the privatized data set \( \hat{Y}^{(\pm)} \). Assuming that \( \hat{y}_d^{(\pm)} \sim \text{Skellam}(\lambda_{dv1} + \mu_d, \lambda_{dv2}) \), as described in the previous section, we can represent \( \hat{y}^{(\pm)}_d \) explicitly as the difference between two latent non-negative counts: \( \hat{y}^{(\pm)}_d = \hat{y}^{(+)}_d - \hat{y}^{(-)}_d \). We further define the minimum of these non-negative counts to be \( m_{dv} = \min\{\hat{y}^{(+)}_d, \hat{y}^{(-)}_d\} \). Given randomly initialized factor matrices, we can sample a value of \( m_{dv} \) from its conditional posterior, which is a Bessel distribution:

\[
(m_{dv} | - ) \sim \text{Bessel}\left(\|\hat{y}^{(\pm)}_d\|, 2\sqrt{(\lambda_{dv1} + \mu_d)\lambda_{dv2}}\right).
\]

Using this value, we can then compute \( \hat{y}^{(+)}_d \) and \( g_{dv2} \) (which are determined by \( m_{dv} \) and \( \hat{y}^{(\pm)}_d \)):

\[
\hat{y}^{(+)}_d := m_{dv}, \quad g_{dv2} := \hat{y}^{(+)}_d - \hat{y}^{(-)}_d \quad \text{if } \hat{y}^{(\pm)}_d \leq 0
\]

\[
\hat{y}^{(+)}_d := m_{dv}, \quad g_{dv2} := \hat{y}^{(\pm)}_d + \hat{y}^{(-)}_d \quad \text{otherwise}.
\]

Because \( \hat{y}^{(+)}_d \) is defined to be the sum of two independent Poisson random variables—i.e., \( \hat{y}^{(+)}_d = y_d + g_{dv1} \)—we can then sample \( y_d \) from its conditional posterior, which is a binomial distribution:

\[
(y_d | - ) \sim \text{Binom}\left(\hat{y}^{(\pm)}_d, 1 + m_{dv}, \frac{\hat{y}^{(+)}_d}{\hat{y}^{(+)}_d + \hat{y}^{(-)}_d}\right).
\]

Equations [9] through [12] constitute a method for sampling a value of \( Y_d \) from \( P_{M, \mathcal{E}}(Y_d ; \hat{y}_d, \mu_d, \epsilon) \). Given this value, we can then draw samples of \( \theta_{dv} \) and \( \phi_{kv} \) from their conditional posteriors, which are the same as in non-private Poisson factorization. Finally, we can also sample \( \lambda_{dv1} \) and \( \lambda_{dv2} \):

\[
(\lambda_{dvn} | - ) \sim \Gamma\left(1 + g_{dvn}, \frac{n}{1 + n\epsilon} + 1\right) \quad \text{for } n \in \{1, 2\}
\]

Equation [13] follows from gamma–Poisson conjugacy and the fact that the exponential prior over \( \lambda_{dvn} \) can be expressed as a gamma prior with shape parameter equal to one—i.e., \( \lambda_{dvn} \sim \Gamma(1, \frac{1}{1 + n\epsilon}) \).

Equations [9],[13] along with the conditional posteriors for \( \theta_{dv} \) and \( \phi_{kv} \), define an MCMC algorithm that is asymptotically guaranteed to generate samples from \( P_{M, \mathcal{E}}(\Theta, \Phi | \hat{Y}^{(\pm)}, \epsilon) \) as desired.

5 **Results and future directions**

Preliminary experimental results (in the appendix) demonstrate the utility of our method—in particular, its ability to construct an accurate posterior over the non-privatized data. To our knowledge, our method is the only locally private Bayesian inference algorithm for Poisson factorization. We note that our approach can be also used to derive a globally private Bayesian inference algorithm, which would allow us to compare our method with existing work [17]; however we leave this contribution for the future. Finally, we can also use our approach to privatize variational inference.

---

[1] We have released our implementation of Bessel sampling. It is the only open-source version of which we are aware. https://github.com/aschein/fatwalrus/blob/master/fatwalrus/bessel.ppx
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A Formal privacy guarantee

We present a slight generalization of the two-sided geometric noise mechanism \[13\] and show that it can serve as a randomized response method for ensuring local privacy. We assume that each observation is a count-valued vector of length \(V\) whose \(l_1\) norm is at most \(\Delta\). The two-sided geometric noise mechanism takes an observation and adds independently generated two-sided geometric noise to each element, as in equation\[6\] We show that this mechanism is a randomized response method—i.e., for all pairs of observations \(y, y'\), the distributions of their responses are almost identical.

**Theorem 1:** Fix any \(\epsilon > 0\). For all pairs of observations \(y, y'\) such that \(\|y\|_1, \|y'\|_1 \leq \Delta\), then

\[
P(\mathcal{R}(y) \in S) \leq e^{\Delta \epsilon} P(\mathcal{R}(y') \in S)
\]

for all subsets \(S \subseteq \mathbb{Z}_+^V\), where \(\mathcal{R}(\cdot)\) is the two-sided geometric noise mechanism, parameterized by \(\epsilon\).

In the context of Poisson matrix factorization, \(Y \in \mathbb{Z}_+^{D \times V}\) is a count matrix and each row of this matrix \(y_d \in \mathbb{Z}_+^V\) is an observation. Here \(\Delta\) is domain-specific—for example, if \(Y\) is a matrix of document–word counts, then \(\Delta\) might be the maximum document length. The MCMC algorithm described in section\[4\] only sees the privatized versions of the observations, constructed via the two-sided geometric mechanism. Therefore, it satisfies \(\Delta\epsilon\)-local differential privacy, as desired.

B Proof of lemma 1

**Lemma 1:** A two-sided geometric random variable \(\tau \sim 2\text{Geo}(\epsilon)\) can be generated as follows:

\[
\lambda_1 \sim \text{Exp}(\frac{1}{1-\epsilon}), \quad \lambda_2 \sim \text{Exp}(\frac{1}{\epsilon}), \quad \tau \sim \text{Skellam}(\lambda_1, \lambda_2),
\]

where the Skellam distribution\[24\] is defined as the marginal distribution over the difference \(\tau := g_1 - g_2\) of two independent Poisson random variables \(g_1 \sim \text{Pois}(\lambda_1)\) and \(g_2 \sim \text{Pois}(\lambda_2)\).

**Proof:** A two-sided geometric random variable \(\tau \sim 2\text{Geo}(\epsilon)\) can be generated by taking the difference of two independent and identically distributed geometric random variables as follows\[3\]

\[
g_1 \sim \text{Geom}(1 - \epsilon), \quad g_2 \sim \text{Geom}(1 - \epsilon), \quad \tau := g_1 - g_2.
\]

The geometric distribution is a special case of the negative binomial distribution, with shape parameter equal to one\[15\]: the negative binomial distribution can be augmented as a mixture of Poisson distributions with a gamma mixing distribution. We can therefore re-express equation\[16\] as follows:

\[
\lambda_1 \sim \text{Gam}(1, \frac{1}{1-\epsilon}), \quad \lambda_2 \sim \text{Gam}(1-\epsilon), \quad g_1 \sim \text{Pois}(\lambda_1), \quad g_2 \sim \text{Pois}(\lambda_2), \quad \tau := g_1 - g_2.
\]

Finally, a gamma distribution with shape equal to one is an exponential distribution, while the difference of two independent Poisson random variables is marginally a Skellam random variable\[24\].

C Proof of lemma 2

**Lemma 2:** Consider two Poisson random variables \(y_1 \sim \text{Pois}(\lambda_1)\) and \(y_2 \sim \text{Pois}(\lambda_2)\). Their minimum \(m := \min\{y_1, y_2\}\) and their difference \(\delta := y_1 - y_2\) are deterministic functions of \(y_1\) and \(y_2\). Then, if not conditioned on \(y_1\) and \(y_2\), the random variables \(m\) and \(\delta\) can be marginally generated as follows:

\[
\delta \sim \text{Skellam}(\lambda_1, \lambda_2), \quad m \sim \text{Bessel}\left(\delta, 2\sqrt{\frac{1}{2\lambda_1\lambda_2}}\right).
\]

**Proof:**

\[
P(y_1, y_2) = \text{Pois}(y_1; \lambda_1) \text{Pois}(y_2; \lambda_2)
\]

\[
= \frac{\lambda_1^{y_1}}{y_1!} e^{-\lambda_1} \frac{\lambda_2^{y_2}}{y_2!} e^{-\lambda_2}
\]

\[
= \left(\frac{\sqrt{\lambda_1\lambda_2}}{\lambda_1^{y_1+y_2} y_1! y_2!} e^{-(\lambda_1 + \lambda_2)} \left(\frac{\lambda_1}{\lambda_2}\right)^{(y_1 - y_2)/2}\right) e^{-\lambda_1} e^{-\lambda_2}.
\]

---

\[3\] See https://www.youtube.com/watch?v=V1EyqL1cqTE
If $y_1 \geq y_2$, then
\[
P(y_1, y_2) = \frac{(\sqrt{\lambda_1 \lambda_2})^{y_1+y_2}}{I_{y_1-y_2}(2\sqrt{\lambda_1 \lambda_2})} y_1! y_2! e^{-\left(\lambda_1 + \lambda_2\right)} \left(\frac{\lambda_1}{\lambda_2}\right)^{(y_1-y_2)/2} I_{y_2-y_1}(2\sqrt{\lambda_1 \lambda_2})
\]
\[= \text{Bessel}(y_2; y_1 - y_2, 2\sqrt{\lambda_1 \lambda_2}) \text{ Skellam}(y_1 - y_2; \lambda_1, \lambda_2); \tag{20}
\]
otherwise
\[
P(y_1, y_2) = \frac{(\sqrt{\lambda_1 \lambda_2})^{y_1+y_2}}{I_{y_2-y_1}(2\sqrt{\lambda_1 \lambda_2})} y_1! y_2! e^{-\left(\lambda_1 + \lambda_2\right)} \left(\frac{\lambda_2}{\lambda_1}\right)^{(y_2-y_1)/2} I_{y_2-y_1}(2\sqrt{\lambda_1 \lambda_2})
\]
\[= \text{Bessel}(y_1; y_2 - y_1, 2\sqrt{\lambda_1 \lambda_2}) \text{ Skellam}(y_2 - y_1; \lambda_2, \lambda_1)
\]
\[= \text{Bessel}(y_1; -(y_1 - y_2), 2\sqrt{\lambda_1 \lambda_2}) \text{ Skellam}(y_1 - y_2; \lambda_1, \lambda_2). \tag{21}
\]
If
\[m := \min\{y_1, y_2\}, \quad \delta := y_1 - y_2,
\]
then
\[y_2 = m, \quad y_1 = m + \delta \quad \text{if } \delta \geq 0 \tag{22}
\]
\[y_1 = m, \quad y_2 = m - \delta \quad \text{otherwise} \tag{23}
\]
and
\[
\left| \begin{array}{c}
\frac{\partial y_1}{\partial m} & \frac{\partial y_1}{\partial \delta} \\
\frac{\partial y_2}{\partial m} & \frac{\partial y_2}{\partial \delta}
\end{array} \right| = \left| 
\begin{array}{cc}
1 & 1 \\
0 & 1
\end{array} \right| = 1, \delta \geq 0
\]
\[
= \left| 
\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array} \right| = 1, \delta < 0
\]
so
\[
P(m, \delta) = P(y_1, y_2) \left| \begin{array}{c}
\frac{\partial y_1}{\partial m} & \frac{\partial y_1}{\partial \delta} \\
\frac{\partial y_2}{\partial m} & \frac{\partial y_2}{\partial \delta}
\end{array} \right|
\]
\[= \text{Bessel}(m; |\delta|, 2\sqrt{\lambda_1 \lambda_2}) \text{ Skellam}(\delta; \lambda_1, \lambda_2). \tag{26}
\]

\section*{D Preliminary experiments}

We implemented our method for privatizing Bayesian inference for Poisson matrix factorization, as described in sections 3 and 4 and ran preliminary experiments using synthetic data. We generated synthetic data for $\epsilon \in \{0.1, 0.25, 0.5, 0.0\}$ according to the following generative process:
\[\theta_{\text{dk}} \sim \Gamma(0.25, 4), \quad \phi_{k:v} \sim \Gamma(0.25, 4) \tag{27}
\]
\[\mu_{d:v} = \theta_d^\top \phi_v, \quad y_{d:v} \sim \text{Pois}(\mu_{d:v}) \tag{28}
\]
\[\tau_{d:v} \sim 2\text{Geo}(\epsilon), \quad y_{d:v}^{(\epsilon)} := y_{d:v} + \tau_{d:v}. \tag{29}
\]
Equation 28 is identical to equation 4 while equation 29 is identical to equation 6.

Given the privatized data $\tilde{Y}$, we ran our MCMC algorithm and then checked how well the posterior samples of the non-privatized data $Y$ matched the ground truth. For most elements of $Y$, we found that the histogram of posterior samples was tightly concentrated around the true value for reasonable privacy levels (i.e., $\epsilon > 0.1$). We show a representative sample for $\epsilon = 0.5$ in the left side of figure 1.

We also ran our MCMC algorithm conditioning on the true factor matrix $\Phi$ in addition to $\tilde{Y}$ to alleviate the “label-switching” problem. This enabled us to directly compare posterior samples of $\Theta$ to the ground truth. Because this procedure does not guarantee privacy, we used it only as a diagnostic: if the algorithm is effective at sampling $Y$, then conditioning on $\Phi$ should allow it to closely recover the true $\Theta$. From the right side of figure 1, we can see that even for $\epsilon = 0.1$, the algorithm eventually recovers the ground truth, suggesting that it is indeed effective at sampling $Y$. 
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Figure 1: *Left:* Histograms of posterior samples of $Y$ for 25 randomly selected elements for $\epsilon = 0.5$. In each plot, the red line indicates the true value of $y_{\text{true}}$, which is known to us, but not the MCMC algorithm. *Right:* Recovery of $\Theta$—i.e., the average KL divergence between posterior samples and the ground truth—conditioned on the true $\Phi$ for $p \in \{0.1, 0.25, 0.5, 0.9\}$, where $p = 1 - \epsilon$. 