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Abstract

Typical variational methods for learning latent variable models require tractable likelihood evaluation of both joint model \( p(x, z) \) and an approximate inference model \( q(z|x) \), which becomes the main constraint for many applications. To relax these requirements, by leveraging inclusive Stein divergence and generalizing it to handle latent variables, we propose Blackbox Stein Divergence Minimization (BBS), a new variational framework for learning doubly intractable latent variable models, coupled with implicit inference models with intractable likelihoods. Fully black box training now becomes possible, using only a little analytic information. As an example, truncated MCMC as implicit inference models are trained end-to-end while learning rectified Gaussian latent variable models.

1 Introduction

Confronting the needs for learning the underlying structures from data in an unsupervised way, we are encountering more and more complicated probabilistic models where learning and inference are difficult. Generally, a generative model with latent variables are defined as follows:

\[
p(x, z | \theta) = p(x|z, \theta)p(z)
\]  

Where \( x \) is the observation data and \( z \) is latent variable. Intractabilities may arise due to intractable normalization functions \( p(x) \) (for posterior density \( p(z|x, \theta) \)) and \( \mathcal{Z}(\theta) \) (for joint density \( p(x, z|\theta) \)), i.e., the doubly intractable distributions \[18] that cover a wide range of useful probabilistic models.

A number of algorithms for such distributions have been studied \[16, 18\]. However, they mainly focus on different problem settings, i.e. inferring \( z \) with intractable normalizer \( \mathcal{Z}(z) \) of forward model \( p(x|z) \), a special case of intractable \( \mathcal{Z}(\theta) \) for joint density \( p(x, z|\theta) \). When it comes to parameter learning, the EM algorithm is not feasible due to the intractable normalizer \( \mathcal{Z}(\theta) \) of the joint density. A notable work \[22\] generalized the score matching approach for learning doubly-intractable latent variable models. However, it is only constrained to exponential family distributions and relies on the use of MCMC samples, which are unbiased only in asymptotes and are challenging to scale.

Instead of an MCMC E-step, a Variational-Autoencoder-like structure may be considered, where an auxiliary inference model \( q(z|x, \lambda) \) is used to perform approximate inference on \( z \). The following Variational Free Energy (VFE) are optimized wrt. variational parameters \( \lambda \) and model parameters \( \theta \):

\[
\log p(x|\theta) = -\text{KL}(p_{\text{data}} || p_{\theta}) + \text{const.} \geq F_{\text{VFE}} = \langle \log p(x, z|\theta) - \log q(z|x, \lambda) \rangle_q
\]

MC based black-box variational methods has been introduced to to give estimation of gradients of VFE wrt. \( \lambda \) \[7, 17, 19, 20\]. However, these methods are still not fully black box due to the need for complete access to the likelihood of inference model, which becomes the main constraint for proposing expressive inference models. This motivates us to expand our scope and also tackle another intractability referred as wild variational approximation \[9, 12\], i.e. fully black box inference models \( q(z|x, \lambda) \) that are intractable to evaluate, but easy to get unbiased samples from.
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In this paper, we will provide a learning and inference framework for general latent variable models in the face of doubly intractable joint densities and wild variational inference models. We propose to optimize a consistent estimator of a new distance measure called inclusive Stein divergence, in place of KL-divergence used in Eq. (2). We expect our approach to enable us to design more flexible and powerful models without worrying about intractabilities.

## 2 Inclusive Stein Divergence for learning latent variable models

In previous works \cite{12,15,23}, exclusive Stein divergence based objectives for variational inference have drawn strong interests recently, due to their ability to evaluate the distance between model and samples, and to handle unnormalized distributions.\(^1\) However, the use of exclusive Stein divergence suffers from the following drawbacks: firstly, it needs model parameter \(\theta\) to be fixed, which is not suitable for ML learning; secondly, it does not handle latent variables.

In contrast to exclusive Stein divergence based methods, here we leverage inclusive Stein divergence to generalize stein variational framework to be able to perform ML learning with latent variables, under doubly intractable joint distribution and wild inference model. Assume we have a set of unbiased samples \(D = \{x_j\}\) drawn from unknown ground truth distribution \(p^*(x)\). We learn our generative model \(p_{\theta}(x) = \sum_z p_{\theta}(x, z)\) by minimizing the inclusive Stein divergence \(S(p^*||p_\theta)\):

\[
\theta^* = \argmin_{\theta} S(p^*||p_\theta)
\]

If the theoretical minimum of \(S(p^*||p_\theta) = 0\) is achieved, one will have \(p^* = p_{\theta^*}\). To perform gradient descent learning, we calculate the gradient \(\nabla^2 \frac{1}{2} S(p^*||p_\theta)\):

\[
\nabla^2 \frac{1}{2} S(p^*||p_\theta) = D(p^*||p_\theta) \nabla_{\phi} \max_{\theta} \sum_i T_{\phi, \theta}(x_i)
\]

\[
= D(p^*||p_\theta) \nabla_{\phi} \max_{\theta} \sum_i \frac{1}{p(x_i|\theta)} \left( \frac{p(x_i, z|\theta)}{q(z|x, \lambda, \theta)} \partial_{\theta} \log p_{\theta,T_{\phi, \theta}^{-1}}(x_i, z)|_{\epsilon = 0} \right)
\]

where \(T_{\phi, \theta} = \langle \nabla_x \log p, \cdot \rangle + \langle \nabla_x, \cdot \rangle\) is the Stein operator. \(T\) is defined as an infinitesimal distortion on \(x\): \(T_{\phi, \theta}(x) = x + \epsilon \phi(x)\), and \(p_{\theta,T_{\phi, \theta}^{-1}}(y)\) is the distribution of \(y = T_{\phi, \theta}^{-1}(x)\), \(x \sim p_{\theta}(x)\).

Likewise, \(p_{\theta,T_{\phi, \theta}^{-1}}(y_1, y_2)\) is the joint distribution of \((y_1, y_2) = T_{\phi, \theta}^{-1}(x, z)\), \((x, z) \sim p_{\theta}(x, z)\), and \(T_{\phi, \theta}(x, z) = (x + \epsilon \phi(x), z)\). Derivation of (4) is available in Appendix B. Now an auxiliary approximate inference model \(q(z|x, \lambda, \theta)\) is incorporated to perform importance sampling, with weights defined by \(w_{ij}(z_j) = \frac{p(x_i, z_j|\theta)}{q(z_j|x, \lambda, \theta)}\). Therefore, we can see that the corporation of auxiliary approximate inference model \(q(z|x, \lambda, \theta)\) allows us to handle latent variables under Stein divergence.

## 3 Black-box gradients computable under doubly intractable \(p\) and wild \(q\)

### 3.1 Black-box Stein Importance Sampling for \(w_{ij}(z_j)\) evaluation

The major obstacle for applying inclusive Stein divergence for learning latent variable models is the estimation of ratio \(w_{ij}(z_j) = \frac{p(x_i, z_j|\theta)}{q(z_j|x, \lambda, \theta)}\). In recent work of GANs \cite{4} and DHIMs \cite{21}, the main strategy is to train a separate neural network as a ratio estimator to estimate unnormalized \(w_{ij}(z_j)\) by classifying whether the sample comes from \(p(x_i, z_j|\theta)\) or \(q(z_j|x, \lambda, \theta)\). Here, we avoid the need for a separate neural network, by using an alternative method based on the importance sampling like structure in inclusive Stein divergence framework \cite{4}. First note that using MC samples \(z_j \sim q(z|x, \lambda)\) we can arrive at an approximated version of the objective:

\[
\max_{\phi} \sum_i \frac{1}{p(x_i|\theta)} \left( \frac{p(x_i, z|\theta)}{q(z|x, \lambda, \theta)} \partial_{\theta} \log p_{\theta,T_{\phi, \theta}^{-1}}(x_i, z)|_{\epsilon = 0} \right)
\]

\[
\approx \max_{\phi} \sum_i \frac{1}{\sum_j w_{ij}} \sum_j w_{ij} \partial_{\theta} \log p_{\theta,T_{\phi, \theta}^{-1}}(x_i, z_j)|_{\epsilon = 0}
\]

In the above approximation of inclusive Stein divergence, the problem of estimating Stein divergence (and related derivatives) reduces to the estimation of normalized importance weights \(\bar{w}_{ij} = \frac{w_{ij}}{\sum_j w_{ij}}\),

\(^1\)We briefly review the basic definitions and results necessary for this paper in supplementary materials. For a complete introduction, readers might refer to \cite{1,11}.\]
using only information of score function of $p(x_i, z_j | \theta)$ wrt. latent variables $\mathbf{z}$, and samples $\mathbf{z}_j$ from $q(\mathbf{z}_j | \mathbf{x}, \lambda, \theta)$. Fortunately, efficient techniques satisfying these requirements have been proposed recently also based on Stein divergence, i.e. Blackbox Stein importance sampling (BBIS) [13]. BBIS has demonstrated its capacity of being both accurate (in terms of nice convergence property) and efficient (in terms of simplicity of algorithm). The computational complexity of BBIS is $O(MJ^2)$, where $M$ is the size of minibatch and $J$ is the number of importance samples per likelihood term. With $J$ being small (typically 2 to 10), BBIS (as a quadratic optimization problem) can be solved fast using off-the-shelf optimizers [8]. Compared with exact IS, BBIS has the additional benefit of improving the estimation accuracy and reducing variance [13].

3.2 Learning signal $\mathcal{D}(p^* || p_\theta)$ evaluation

The special structure of inclusive Stein divergence allows us to run black-box gradient estimations given only unnormalized joint $f(x_i, z_j | \theta)$ and unbiased samples from $q(z|\mathbf{x}, \lambda)$. Before we proceed, first note that in the gradient [4] if we restrict $\phi$ to belong to the function class of RKHS in a unit ball, then we can express optimal $\phi_{p_\theta}^*(\mathbf{x})$ analytically [1][14]:

$$
\phi_{p_\theta}^*(\mathbf{x}) \propto \langle \mathcal{T}_{p(x'|\theta)} k(x', \mathbf{x}) \rangle_{x' \sim p^*}.
$$

Where $k(x', \mathbf{x})$ is a specific kernel function that we choose. With the same set of importance sampling weights we can give estimate of score function $\nabla_{x_i} \log p(x_i | \theta)$ at data points $x_i$:

$$
\nabla_{x_i} \log p(x_i | \theta) \approx \frac{1}{\sum_j w_{ij}} \sum_j w_{ij} \nabla_{x_i} \log p(x_i, z_j | \theta)
$$

Which can be used to give an estimation of $\phi_{p_\theta}^*(\mathbf{x})$.

3.3 Black box gradient evaluations

Given the special structure of inclusive Stein divergence, there are many possible options to evaluate gradients in a black-box way. Assuming that the inference model $q(z_j | \mathbf{x}, \lambda, \theta)$ is reparameterizable, i.e. $z = g_{\lambda, \theta}(\xi, \mathbf{x})$ for some deterministic, continuous and differentiable function $g$ and auxiliary random variable $\xi \sim p(\xi)$. Then we can directly perform gradient descent on empirical estimation of inclusive Stein divergence

$$
\nabla_\theta \max_\phi \sum_i \partial_\epsilon \log p_{\theta, [\mathcal{T}_e^{-1}]}(x_i) |_{\epsilon = 0}
$$

$$
\simeq \nabla_\theta \sum_i \frac{1}{\sum_j w_{ij}} \sum_j w_{ij} \mathcal{T}_{p_\theta(z|x)} \phi_{p_\theta}^*(\mathbf{x})
$$

The fact that $\mathcal{T}_{p_\theta(z|x)} \phi = \partial_\epsilon \log p_{\theta, [\mathcal{T}_e^{-1}]}(x_i, z_i) |_{\epsilon = 0}$ can be derived by running again the same argument as shown in Appendix [8]. This can be then decomposed in to gradients $\nabla_\theta \mathcal{T}_{p_\theta(x|z)} \phi_{p_\theta}^*(\mathbf{x})$, $\nabla_\theta \mathbf{z}$ and $\partial_\theta w_{ij}$, $\nabla_\theta \mathbf{z}$ is easy to compute provided that $\mathbf{z} \sim q$ is reparameterizable.

Note that, $\mathcal{T}_{p_\theta(z|x)} \phi$ depends on $\theta$ only through unnormalized joint $f(x_i, z_j | \theta)$, therefore terms involving $\nabla_\theta \mathcal{T}_{p_\theta(z|x)} \phi_{p_\theta}^*(\mathbf{x})$ can be easily computed using automatic differentiation. Also, weights $w_{ij}$ depends on $\theta$ only through $f_{ij} = f(x_i, z_j | \theta)$, therefore can be computed using chain rule

$$
\partial_\theta w_{ij} = \langle \nabla_{f_{ij}} w_{ij}, \partial_\theta f_{ij} \rangle
$$

Where $\partial_\theta f_{ij}$ can be computed analytically using automatic differentiation, and $\partial f_{ij} w_{ij}$ can be easily estimated given only a minibatch of pairs of input-output measurements $\{f_{ij}, w_{ij}\}$ (e.g. [2][3][10][24]). In practice, we found that replacing $f_{ij}$ by its score functions $\nabla_x \log f_{ij}$ and $\nabla_\xi \log f_{ij}$ for black-box gradient estimation will help convergence of learning. Gradient evaluations for variational parameters $\lambda$ can also be conducted in a similar manner. Finally, we are able to present each iteration of the proposed black box Stein divergence minimization algorithm as follows, in Algorithm [1].

4 Experiments

We present experiments on inference and learning tasks on Rectified Gaussian latent variable models (RGLVM) to demonstrate the feasibility of our proposed method. The RGLVM is defined as:

$$
p_{RGL}(\mathbf{z}) \propto \mathcal{N}(\mathbf{z}|\mathbf{0}, \Sigma) \prod_i \Theta(z_i), \quad p_{RGL}(\mathbf{x}|\mathbf{z}) = \mathcal{N}(\mathbf{x}|W\mathbf{z}, \sigma^2 \mathbf{I})
$$
Algorithm 1 Learning with Black-box Stein divergence minimization (one update iteration)
1: Sampling: a minibatch $B \subset D$, and $z^1, \ldots, z^J \sim q(z|x_i, \lambda, \theta)$ for all $i \in B$
2: Compute $\hat{w}$ by BBIS $[13]$
3: Using automatic differentiation tools, perform SGD on Stein divergence in Eq. (4) wrt. $\theta, \lambda$ based on approximated objectives (e.g., Eq. (6)) respectively.

Figure 1: (a): Heat maps of ground truth RGLVMs; (b) Heat maps of learned RGLVMs by our method; (c): Total variation distances from the ground truth parameters (blue), and from the estimated model parameters (green).
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We use Langevin Dynamics as end-to-end truncated MCMC for our inference model:
$$z_{t+1} = m_t(z_t, \epsilon_t, \eta_t) = z_t + \epsilon_t \nabla_z \log p(x, z | \theta) + \eta_t, \eta_t \sim \mathcal{N}(0, \epsilon I)$$

Where $\epsilon_t$ is the step size scalar at layer $t$, that serves as variational parameters. Such approximate MCMC network is flexible since information regarding the model is considered, but intractable to evaluate. We now run experiments to learn both the model parameters of 2-D RGLVMs depicted Fig. (a) and variational parameters $\{\epsilon_t\}$ simultaneously in an end-to-end manner, using black box inclusive Stein divergence minimization with $J = 2$. As shown in Fig. (b), the proposed method can recover marginal distributions of original models with nearly indistinguishable approximations.

To evaluate the quality of estimation given by our method, we use total variation as the distance measure between data distributions based on empirical estimate of the following score of quality:
$$\delta(P, Q) = \sup_x |P(x) - Q(x)|, S(\hat{\theta}) = \delta(P_{\text{data}}, Q_{\hat{\theta}}), S(\theta^*) = \delta(P_{\text{data}}, Q_{\theta^*})$$

Where $\hat{\theta}$ and $\theta^*$ are the estimated and ground truth parameter, respectively. Then we can compare whether the quality of estimation $S(\hat{\theta})$ is close to the quality of ground truth estimation $S(\theta^*)$, as depicted in Fig. (c). Indeed, the proposed blackbox inclusive Stein divergence minimization method is able to converge to fairly good solutions of the RGLVM problem.

5 Conclusion and Future Work

In this extended abstract, we have generalized inclusive Stein divergence to handle general doubly-intractable latent variable models. Under this framework, we are able to perform learning and inference, without knowing the normalization terms of the generative model (i.e. doubly intractable latent variable models), and the exact distribution of inference model. We’ve also proposed to train truncated MCMC samplers as implicit inference models in a purely end-to-end manner, that allows joint learning of model parameters and variational parameters. In the future, we will continue to investigate novel approaches of gradient estimation, conduct extensive numerical experiments on a number of datasets, and explore more real-life applications of our approach.
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Appendix

A Stein’s Divergence

Stein divergence based probabilistic machine learning techniques have drawn strong interests from the community recently due to being able to naturally handle unnormalized distributions. Here we briefly review the basic definitions and results necessary for this paper, without proofs. For complete introduction readers might refer to [1][11]. Stein’s discrepancy \( D(q||p) \) between distributions \( q(x) \) and \( p(x) \) (without latent variables) is defined by:

\[
D(q||p) = \max_{\phi \in G} \langle T_p \phi(x) \rangle_{x \sim q}
\]

where \( \phi(x) \) is a vector-valued test function with the same dimensionality as \( x \), that belongs to a restrictive set of function \( G \) that we choose. \( T_p \) is the Stein operator associated with distribution \( p \) defined as:

\[
T_p \phi = \langle \nabla_x \log p, \phi \rangle + \langle \nabla_x \phi \rangle
\]

Then we can define Stein divergence to be

\[
S(q||p) = D^2(q||p) \geq 0
\]

Therefore we can see that \( S(q||p) \) depends on \( p \) only through its score function \( s_p(x) = \nabla_x \log p \), thus being able to handle unnormalized distribution \( p \). By using stokes theorem, and assuming \( p \phi \) vanishes on the boundary of \( x \in \mathcal{X} \), one can show that \( S(q||p) = 0 \) if and only if \( q = p \). Given this property, a number of works have propose to leverage Stein divergence for inference by minimizing Stein’s divergence [12][15][23].

In practice the we may take the set of functions \( G \) in the optimization problem ?? to be the unit ball of vector-valued reproducing kernel Hilbert spaces (RKHS) with kernel \( k(x, x’) \):

\[
G = \{ \phi \in \mathcal{H}^d ||\phi||_{\mathcal{H}^d} \leq 1 \}
\]

Then the solution under optimal \( \phi \) can be written as:

\[
D(q||p) = \max_{\phi \in G} \langle T_p \phi(x) \rangle_{x \sim q} = \sqrt{\langle k_p(x, x’) \rangle_{x, x’ \sim q}}
\]

Where \( k_p \) is the Steinized kernel of \( k(x, x’) \):

\[
k_p(x, x’) = T_p \left( T_p^x \otimes k(x, x’) \right)
\]

\[
= s_p(x)^T k(x, x’) s_p(x’) + s_p(x)^T \nabla x’ k(x, x’) + \nabla x k(x, x’)^T s_p(x’) + \text{Tr} \nabla x k(x, x’)
\]

Therefore we can define the Kernelized Stein Divergence as:

\[
S(q||p) = \langle k_p(x, x’) \rangle_{x, x’ \sim q}
\]

A more intuitive way of defining kernelized Stein divergence is given by [14]

\[
S(q||p) = \langle \delta_{p,q}(x)^T k(x, x’) \delta_{p,q}(x) \rangle_{x, x’ \sim q}
\]

where \( \delta_{p,q}(x) = s_p(x) - s_q(x) \) is the difference of score functions between \( q \) and \( p \). The know clear that kernelized Stein divergence is actually a kernelized version of score matching objective [5], i.e. the Fisher divergence [6]

\[
F(q||p) = \langle ||\delta_{p,q}(x)||^2 \rangle_{x \sim q}
\]
We start by showing
\[ \nabla_{\theta} \frac{1}{2} S(p^* || p_0) \simeq D(p^* || p_0) \nabla_{\phi} \max_{\theta} \sum_i T_{p_\theta, \phi}(x_i) \]
\[ = D(p^* || p_0) \nabla_{\phi} \max_{\theta} \sum_i \partial_\epsilon \log p_{\theta, [T_{\epsilon, \phi}^{-1}](x_i)} |_{\epsilon=0} \]

The second equality of can be derived as follows:
\[ \left( \partial_\epsilon \log p_{\theta, [T_{\epsilon, \phi}^{-1}](x_i)} \right) |_{\epsilon=0} = (\partial_\epsilon \log p_\theta(T_{\epsilon, \phi}(x_i))) \det \nabla_{x_i} T_{\epsilon, \phi}(x_i) |_{\epsilon=0} \]
\[ = \langle \nabla_{x_i} \log p(T_{\epsilon, \phi}(x_i)), \partial_\epsilon T_{\epsilon, \phi}(x_i) \rangle |_{\epsilon=0} \]
\[ + \operatorname{trace} (\nabla_{x_i} T_{\epsilon, \phi}(x_i)^{-1} \partial_\epsilon \nabla_{x_i} T_{\epsilon, \phi}(x_i)) |_{\epsilon=0} \]
\[ = T_{p_\theta, \phi}(x_i) \]

The first equality follows from transformation of random variable, the second term of second equality follows from matrix derivative of log determinant, and the third equality follows by noticing \( T_{\epsilon, \phi}(x) = x + \epsilon \phi(x) \), \( T_{\epsilon, \phi}(x) = x \), \( \partial_\epsilon T_{\epsilon, \phi}(x) = \phi(x) \), \( \nabla_{x} T_{\epsilon, \phi}(x) = I \), and \( \partial_\epsilon \nabla_{x_i} T_{\epsilon, \phi}(x) = \nabla_{x_i} \phi(x) \).

Intuitively, this gives us an alternative perspective: minimizing \( S(p^* || p_0) \) is equivalent to minimizing the magnitude of increase of model log likelihood under a infinitesimal perturbation vector \( -\phi(x) \), along which is chosen to maximally increase the log likelihood, multiplied by a learning signal \( D(p^* || p_0) \). However from this perspective, though true, it is not easy to see the fact that when objective \( S(q || p) \) is minimized to zero, one will actually obtain \( p_{\theta^*} = p^* \).

Now we proceed with derivation (ignoring \( D(p^* || p_0) \) for now):
\[ \nabla_{\theta} \max_{\phi} \sum_i \partial_\epsilon \log p_{\theta, [T_{\epsilon, \phi}^{-1}](x_i)} |_{\epsilon=0} \]
\[ = \nabla_{\theta} \max_{\phi} \sum_i \frac{1}{p(x|\theta)} \partial_\epsilon \sum_z p_{\theta, [T_{\epsilon, \phi}^{-1}](x_i, z)} |_{\epsilon=0} \]
\[ = \nabla_{\theta} \max_{\phi} \sum_i \frac{1}{p(x|\theta)} \sum_z p(x, z|\theta) \partial_\epsilon \log p_{\theta, [T_{\epsilon, \phi}^{-1}](x_i, z)} |_{\epsilon=0} \]
\[ = \nabla_{\theta} \max_{\phi} \sum_i \frac{1}{p(x|\theta)} \sum_z q(z|x, \lambda, \theta) \frac{p(x, z|\theta)}{q(z|x, \lambda, \theta)} \partial_\epsilon \log p_{\theta, [T_{\epsilon, \phi}^{-1}](x_i, z)} |_{\epsilon=0} \]
\[ = \nabla_{\theta} \max_{\phi} \sum_i \frac{1}{p(x_i|\theta)} \left\langle \frac{p(x_i, z|\theta)}{q(z|x, \lambda, \theta)} \partial_\epsilon \log p_{\theta, [T_{\epsilon, \phi}^{-1}](x_i, z)} |_{\epsilon=0} \right\rangle_{q(z|x, \lambda, \theta)} \]

Which completes the derivation.